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0. Summary

In this paper two new series of search designs with very small
number of treatments are presented for 3" factorial experiments, The
first series of designs can search one nonzero two factor interaction
and estimate it along with the general mean and the main effects.
The second series of designs can search one nonzero three factor

interaction and estimate it along with the two factor and lower order

interactions.
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1. Introduction

Consider the linear model
(1) E(p) = X 8, + % By,
(2) V() = &I,
where y (Nx1) is a vector of observations and for 1 = 1,2, Xi (Nxvi)
are known matrices, Ei(v1XI) are vectors of fixed parameters and o? 1s
a constant which may or may not be known. Moreover, B8, is completely
unknown, but we have partial information about B,. We know that at
most p elements of B, are nonzero and the remaining elements are
negligible, where p is a nonnegative integer which may or may not be
known. In this paper we assume p is known to be 1. However, we do
not know exactly which element of B, is nonzero. The problem is to
search the nonzero element of B, and draw inference on it in addition
to the elements of 8,. Such models are called search linear models
and were introduced in Srivastava (1975). We want X; and Xy to be
such that the above problem can be resolved; the underlying design
corresponding to X; and X; is called a search design.

In a 3In factorial experiment the treatments are denoted by

(81,---8m), a = 0,1,2; the factorial effects are deonoted by

c c
1 m
Pl LN ] .Fm C

(al,...,am) is denoted by y (al,,..,am). The expectation form of the

- 0,1,2; the observation corresponding to the treatment

model 1is
c

[
1
(3) E(y(a;,.c.08 )) = L b .o F S

1




We now consider the following two situations:

where the values of bi depend on a1 and ¢

and are given in Table 1.

i
Table 1
The values of bi
a 2 o 1 2
0 1 -1 1
1 1 0 -2
2 1 1 1

éﬂ Sl1: The vector B, consists of the general mean and the main effects
Ty

g; and the vector B, consists of the 2-factor interactions. The
v 3-factor and higher order interactions are assumed to be zero.
o

$ﬁ We assume m > 3.

Eg ' S2: The vector B, consists of the general mean, the main effects and
B the 2-factor interactions and the vector B, consists of the

;é; 3-factor interactions. The 4~factor and higher order inter-

EE actions are assumed to be zero. We assume m > 4.

K For given N treatments, we can write the equation (3) in the form of
&l the equation (1) for both S1 and S2. Let D, be a design with (142m)
il

i; treatments as the treatment with all factors at level 2, treatments

with the ith (1 = 1,...,m) factor at levels of 0 and 1 and the other

y factors at level 2. We know that under D, we can estimate the

>,
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elements of §, in Sl with the assumpution that B, = 0 (i.e., a
Resolution III plan). Let Dy be a design with (1+2m+4(2)) treatments
as (14+2m) treatments in D;, treatments with the (i{,j)th factors
(1,3=1,..,m,i < j) at levels (0,0), (0,1), (1,0), (1,1) and the other
factors at level 2. We know that under D, we can estimate the
elements of B, in S2 with the assumption that B8, = 0 (i.e., a
Resolution V plan). Let D3 be a design with m treatments as
treatments with the ith (i=1,...,m) factor at level 0 and the other

factors at level 1. We prove that the design D(l)

consisting of
treatments in D; and D3 and the design D(Z) consisting of the
treatments in D, and D3 are in fact search designs in Sl and S2,
respectively.

In all Taguchi design methods, See Taguchi and Wu (1985), popular
in statistical quality control experimentations, the higher order
interactions (2-factor and higher order in most plans) are assumed to
be zero. A few of those higher order interactions may have
significant effect on the optimal experimental condition. The use of
search designs may be a potential tool in improving upon the Taguchi
design® methods.

Thére is a vast literature avallable in the construction of
search designs for 2® factorial experiments. Near minimal resolution
IV plan which permit search and estimation of three or fewer nonzero
two factor interactions for pm factorial experiments are available in
Anderson and Thomas (1980) under the assumption that 3-factor and

higher order interactions are all zero. Chatterjee and Mukherjee

WP T I T O ST W WO WO WY s T T e e




(m-r)

(1986) presented search design for 8 xw where s and w are any

positive integers, under the assumption that 3-factor and higher order

(2)

interactions are all zero. Our D in S2 is therefore totally new
and there is no other competitor in literature. Our design D(l) in 81
is although new but has competitors in Chatterjee and Mukherjee (1986)
and in Anderson and Thomas (1980). However, the design D(l) has an
edge over designs in those papers in terms of the smaller number of
treatments. This can be seen by taking examples 4.5 and 4.6 in
Chatterjee and Mukherjee with r = m and s = 3 and comparing with the
number of treatments (14+3m) in D(l) . In S1, the design in the
example 4.5 in Chatterjee and Mukherjee has (1+6m) treatments with 3m
(1)

more treatments than in D °°. In example 4.6 (m=3), Chatterjee and
Mukherjee has 8 more treatments than in D(l). Indeed, both Chatterjee
and Mukherjee, Anderson and Thomas designs can be used in factorial

experiments other than ",

2. Preliminary Results

We first introduce the following notations.

y213 = The observation corresponding to the treatment with levels of
all factors except i and j are a, the level of the ith factor
is B and the level of the jth factor is Y.

ygi = The observation corresponding to the treatment with levels of

all factors except 1 are a and the level of the ith factor is

B.
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y = The observation corresponding to the treatment with levels of

all factors are a.
c c

S(ci'U) = Sum of factorial effects Fll...me with c =u.

c Cc

S(c,=u,c,=v) = Sum of factorial effects F, ',..F T @ith ¢,=u and c,=v.
i 3 1 m i J

We now present the minimum variance unbiased estimators (MVUE) of

S(ci-u) and S(ci-u,cj-v) under (1) and (2) with EQfQ for both designs

Dl and Dz.
Table 2
]
MVUE's of S(ciﬂu) and S(ci-u,cj-v) for D1 and D2
Design Parameter MVUE
- 0
D, 2 S(ci 1) Y, Yoy
- gl 30
6 S(ci 2) Yy 2y21+y21
o, 12 S(ey=1,c4=2) (y2-y21)+(yzj y21j) 2(y23-2y21j)
= - eyl -
12 S(ci 2,cj 1) (y2 yzj)+(y21 y21j) 2(Y21 Y21j)
2()'zj 2)'21j 21j)

OGO
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The requirement on X, and X, for a design to be a search design

v
(see, Srivastava (1975)) 1is that for ( ;)models

- (1) (1) V2
(4) E(y) X8, +x7 87, 4 Leooof 2),

1
where xgi) (Nx2) is a submatrix of X, and B( ) is a (2x1) subvector

of 8;, the parameters B8, and 8( ) are unbiasedly estimable. Both
(1) (2)

of D and D consist of two component designs namely (D,,D3) and
(Dz,D3). For u=1,2,3, we denote the observations corresponding to D,

by 3, and write (4) as

. (1) (1) v2
(5) E(y,) = X, B,4X 2 8,7 i=1, .0, 2).
For u=1,2, we have
(6) Rank X , = v,
-1 (1) _ -1 (i) (1)
(7) B[ -Xg) X2t 23] = (%5725 X%, 16,
We denote
(1) (1) -1 (i) V2
W [x32 Xy X X0 ], u=1,2,1=1,...,( 2).
For u=1,2, the requirement for the design D(u) to be a search design
is that
i 1), (i V2
Rank wi ) = Rank wﬁ ) wﬁ L T SN ( 5)e
L
i
It 18 to be noted that columns of Wii) (rows and columns of w(i) i ))
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(1)

correspond to a pair of elements of 22. Since both designs D and

e
¢
0y D(z) are balancea arrays of full strength, it can be seen that for
two pairs of elements of B, isomorphic under the symmetric group of

permutations of degree m on the set {1,2,...,m}, the W(i) matrices are

‘! " u
f
h identical except for permutations of rows and columns. We now present
ﬂ& in Table 3 and 4 the nonisomorphic pairs of elements in B, for Sl and
vt S2. We note that 2-factor interactions can be any of 3 types FiFH’
]
¥,
B FfFB, FfF§ for different values of i,j without assuming the restric-
;‘;
)
‘Qg tion 1 < j. Similarly 3-factor interactions can be any of 4 types
. F.F.F , F2F F , F2F%F , F2F2F2 for different values of i,j,k without
13k’ 13k 135k 13k il
*} assuming the restriction 1 < j < k.
T Table 3
Ve The nonisomorphic pairs of elements in B, for Sl
l‘:‘.
3
t
1.:
] 2,2 2 2
N
o (FiFj »F F ) (FiFj JFIF) (FiFj JFLF)
W Cp2g2 2 252
_ (FiFj’Fqu) (FiFj’Fqu) (FiFj’FiFj)
( 2 2 2 2 2.2
L)
— 2 2 2 2 2,2
;?. (FiFj’FiFu) (FiFj’FjFi) (FiFj’FjFu)
i
" 2 2 2 2 2p2
"3:, (FiFj,FuFi) (FiFj,FjFu) (FiFJ JFoFL)
h
! 2 2 2 252 p2g2
:j (FiFj,Fqu) (FiFj’FuFi) (FiFj’FiFu)
L~ FF F2F2 F2F F2F F2p2 F2p2)
™ (1jij) (ijuj) (ij'uv
,5j
n
E{
N
K
Q.'.
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Table 4
The nonisomorphic pairs of elements in B, for S2

—

(F2F2r FzFiF )

2.2.2 2 2.2
(FiFij,FiFJFu) (FiFij,FiFqu) (FiFij,FijFi) 1F3FicoFFGFy

25252 2 2p2 252 2p2
(FiFij,FiFqu) (FiFJFk,FquFw) (FiFJFk,FijFu) (FiFij,FiFqu)

2 2 2 22 2p2 22
(FiFij’FquFw) (FiFij’FiFjFu) (FiF Fk’F FF, ) (FiFij’FiFqu)

h| juk
2 2 2 2 2502 242 202
(FiFij,FiFij) (FiFij,FiFqu) (FiFij,FjFuFi) (FiFij,FquFj)
2 2 2 2 2.2 2.2 2.2
(FiFij,FiFJFu) (FiFij,FjFiFk) (FiFij,FjFqu) (FiFij,FquFv)

2 2 2 252 252 202
(FiFij,FiFqu) (FiFij,FjFiFu) (FiFJFk,FquFk) (FiFij,FquFj)

2 2 2 2 2.2 2.2 2.2
(FiFij,FquFk) (FiFij,FjFqu) (FiFij,FquFi) (FiFij,FquFk)

2 2 2 2 242 2.2 2.2
(FiFJFk,FquFv) (FiFij,FjFqu) (FiFij,FquFW) (FiFij,FquFw)

2 2 2 2 2,252 2,2 2,252
(FiFij’FquFw) (FiFij’FquFk) (FiFij’FiFij) (FiFij’FiFij)

(F,F,F, ,FAF2F

2 2 2 2p2452 252 20202
1F3Fic o1 Fj )| (FyF.F ,F°F F )| (F{FF GFIFIF )| (FyFOF, SFOFSF )

1"k u 1 1 5°k1ju 1°3°k> i3 u

2.2 2 2 2 25252 2.2 20202
(FiFij,FiFjFu) (FiFij,FuFiFv) (FiFij,FiFqu) (FiFij,FiFkFu)

252 2 2 2 2p25,2 2,2 20252
(FiFij,FiFqu) (FiFij,FuFVFk) (FiFij,FuFiFk) (FiFij,FiFqu)

252 2 2 2 2p2p2 2p2 2252
(FiFij’FiFqu) (FiFij’FquFw) (FiFij’FquFk) (FiFij’FquFv)

2 2 2 2n2 2 2212 2n2 F22F2
(FiFij,FquFk) (FiFij,FiFij) (FiFij,FquFw) (FiFij, 2r2F2)

252 2 2p2 252 2p2 22212 p2p2p2
(F,F.F FquFw) (FSF, F, ,FSF Fu) (FSFSF, ,FSFSF ) (FiFij’FiFjFu)

15k’ 173 k1] 1" ki ju
20202 2 252 252 252 2p2p2 p2p2p2
(FiFij,FiFij) (FiFij,FiFqu) (FiFij,FiFij) (FiFij,FiFu v)

2,202 2 202 2.2 252 20202 p2p2p2
F4F<,FF°F
(FiFij,FiFjFu) (FiFij,FiFqu) (FiFij’FiFkFu) (Fi PR w)

- s
R e Nt
o
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a‘ It follows from (7) that w(i)' (i{géi) is a set of two equations
g, in two elements of B( ) and the checking of Rank w(i)' (i) = 2 can be
g? done by showing two independent unbiasedly estimable equations in

" elements of gﬁi). We approach this problem by considering Table 2,
EJ the equation (5) for u = 3 and the equation (5) for the treatment with
éé all factors at level 2.

;ﬁ 3. Main Results

Sﬁ We now present our two main results and their proofs.

w Theorem 1. The design 1) 45 a search design for Sl.
ﬁ Proof. The proof consists of showing two independent unbiasedly esti-
> mable parametric functions of the elements in every pair in Table 3.

" We explain the nature of the proof by considering only one out of 21
,:: pairs in Table 3 for the lack of space. We consider the model (4)
%E with the elements of B( ) as (Fi f FiFj) From the design D1 and the
' parametric function S(cuﬂl) in Table 2, it follows that the parametric
:ss functions (i)F +F F& (11) Fj+Fi§j'and (1ii) Fu’ u#i,j, are unbiasedly

estimable. Again, from the design D and S(c =2) in Table 2, it can be

seen that (iv) F2+F2 jz,(v)Fj j

estimable. For the treatments i,j and the other treatments in D3, we

+F1 and (vi) F , u#i,j, are unbiasedly

b 5%

find from the equation (5) that (vii) u- F1+F1 ZFj 2F F&, (viii) u—Fj
h)
. +Fj 2F Zf F2 and (ix) u- 2(F +Fj) are unbilasedly estimable. For the
i
)
o]
s
v
WY

r
\

... N .
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treatment with all factors at level 2, we find from (5) that (x) u+Fi

-y

+FJ+Fi+F§+F1Fj+FfFj2 1s unblasedly estimable. From (ix)-(vii)+3(iv)-

2.2
(1), it follows that FiFJ+5FiEj

Yok S

is unblasedly estimable. From (vii)

ey

*', +(vi11)+(x)-3(1x)-6((iv)+(v)), we find that Fipj—1srfpj2 is unbiasedly
;:: estimable. We thus have displayed two independent unbiasedly esti-
j%& mable parametric functions in FiFj and FiFj. The checkings for

‘t; other pairs in Table 3 are similar to the above. This completes the
E{} proof of the theorem.

;rf Theorem 2. The design D(z) is a search design for S2.

2y Proof. The proof consists of showing two independent unbiasedly

,; estimable parametric functions of the elements in each of 68 pairs in
o

Table 4 and we explain the nature of the proof by considering the only

2 2.2
1I-‘ij,FiFjFu). From the design D2

S(cv=1, Cw=l) it follows that (1) Fvo with (v,w) # (j,k) and (ii)

pair (F and the parametric functions

G Sl -
ST TR EL S

2
FiFk+FiF5F£

S(c_=1, c =2), S(c =2, ¢ =1) and S(c =2, c =2), it follows that (iii)
v w v W v w

are unbiasedly estimable. From the parametric functions

Wy

X
» e XD

FoF, with (v,w) # (1,3), (1,K), (1,u), (§,0), (1v) E2F +F2F F , (v)

L2,

157175k
. ¥2p +B2F 2. 2.2 20 4 p2p2 2.2
LR F e, (v1) FyFHFLFSE , (vit) FOF 4EUECF, , (ix) FoFg with
‘:; (v,w) # (1,7) and (x) FfF§+FfF;Fkare all unbiasedly estimable. It
- _
547 follows from S(cv=1) and S(c =2) that (xi) Fv’ v # j,k,u, (xii)
oy v
e F +F°F +F F +F2F,F,, (xiii) F, +F2F 4F F, +F2F.F , (xiv) F +F2F + |
377517 5T e K1k §k 19k u iu |
" 2 2.2 2 2.2 2. .2 2.2 .2 ‘
‘ # +
.‘E FJFGFIRSE,, () FU, v # 4,3, (xvi) Fy+F(F +F(F, FyF +FF4FE F o+ !
A% 2.2 2.2 ..2.2..2.2
+
MY + 3
A FiFSFu’ (xvii) Fj+FjFu FiFj+FiFjFu are unbiasedly estimable For
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the treatments 1,j,k,u and the other (for m > 4) treatments in Dy, we

get from (5), (ix), (xi) and (xv) that (xviii) u+Fi-2F§-2FiF§, (xix)

2,02 2.2 _
j+2F11-'k+415‘11? 3 (xxi) u Fu

2 2 2.2 ,.2.2 op2_op2y 252
j jFu+4F1Fj 4F1FJFu and (xxii) p 2Fi 2FJ+4F1Fj are all

unbiasedly estimable. (We infact will not use the equation (xxii).)

u—Fj+F§-

2—
2F-2F

2,002 2.2 _op2_
2F+2FF -2F Fy» (xx) y-F, -2F,~-2F

+2F2F +2F
i'u

From (xix) - (xviii) +3 (vii) -3 (vi) -3 (v) -6 (iv) - (i1) =3 (xvii)
+3 (xvi) + (xi1) and (xx) - (xviii) -9 (x) -3 (vi) -6 (v) -3 (iv) -

2 2 2.2
(11) 43 (xvi) + (xiii) we find that 6F1F'jFk and 6F1F':]Fk 9F1F':’Fu

are unblasedly estimable. This displays two independent linear

functions of FiFiFk and FiFiFu which are unbiasedly estimable. The

checkings for the other pairs in Table 4 can be done similarly. This

completes the proof of the theorem.

4. Concluding Remarks.

a. The design D(l) has (1+3m) treatments and the design D

(2)

has (1+m+2m2) treatments. Minimal resolutions III, V and VII
plans require (142m), (1+2ﬁ2) and (l+2m2+8(;)) treatments.

b. The design D(l) can search one nonzero two factor inter-
action. A natural question comes up, “can D(l) search one
nonzero 3-factor or higher order interaction?” The answer is
"NO". For example, in case m=5 if we consider the model (4)

with the elements of Egi) as (Fle,FgFEFs), we can not find

two independent unbiasedly estimable linear functions of F)F2

and F%F%Fs. There are in fact many such pairs.

A} ) { LY 1 £ bAWAN. "4 W) A 2 rr T oM NI
RO O O AN MRS AGOA000 et iy 'S“'z &"Eﬁ»{&m&? , AN XX
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¢. By calling the level 2 as the level-O (the method of
‘séﬁ collapsing levels), and omitting the replicated treatments,
we get essentlally the two series of search deisgsAobtained
in Srivastava and Ghosh (1976), Srivastava and Gupta (1979)
A for 2™ factorial experiments. However, the designs thus
AR2 obtained have more strength in the sense that they can search
. any nonzero 1-factor or higher order interactions, where
e i =2 and 3.
caty d. This research started from an unpublished technical report of
- Ghosh (1985) and the motivation was to reduce the number of

o (1) (2)

NN treatments. The designs D and D show the success in

R our effort.

11 - -, - -
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